Executive Summary

Software assurance encompasses the development and implementation of methods and processes for ensuring that software functions as intended while mitigating the risks of vulnerabilities and malicious code that could bring harm to the end user. Recognizing that software assurance is a vital defense in today’s increasingly dynamic and complex threat environment, leading software vendors have undertaken significant efforts to reduce vulnerabilities, improve resistance to attack and protect the integrity of the products they sell. These efforts have resulted in significant improvements in software security and thus offer important insight into how to improve the current state of software security.

Through its analysis of the individual software assurance efforts of its members, SAFECode has identified a core set of secure development practices that can be applied across diverse development environments to improve software security. It is important to note that these are the “practiced practices” employed by SAFECode members. By bringing these methods together and sharing them with the larger community, SAFECode hopes to move the industry beyond defining sets of often-cited, but rarely-used, best practices to describing sets of software engineering disciplines that have been shown to improve the security of software and are currently in common practice at leading software companies. Using this approach enables SAFECode to encourage the adoption of best practices that are proven to be both effective and implementable even when different product requirements and development methodologies are taken into account.

A key goal of this paper is to keep it short, pragmatic and highly actionable. It prescribes specific security practices at each stage of the development process—Requirements, Design, Programming, Testing, Code Handling and Documentation—that can be implemented across diverse development environments.

Software vendors have both a responsibility and business incentive to ensure product assurance and security. SAFECode has collected, analyzed and released these security best practices in an effort to help others in the industry to initiate or improve their own software assurance programs and encourages the industry-wide adoption of the secure development methods outlined in this paper.
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Overview of Best Practices for Secure Software Development

There are several different software development methodologies in use today. However, they all share common elements from which we can build a nearly universal framework for software development.

A review of the security-related disciplines used by the highly diverse SAFECode members reveals that there are corresponding security practices for each stage of the software development lifecycle that can improve software security and integrity, and are applicable across diverse environments. The examination of these vendor practices reinforces the assertion that software assurance must be addressed throughout the software development lifecycle to be effective and not treated as a one-time event or single box on a check list. Moreover, all of these security practices are currently being used by SAFECode members, a testament to their ability to be integrated and adapted into real-world development environments even when unique product requirements are taken into account.

The practices defined in this document are as diverse as the SAFECode membership, spanning web-based applications, shrink-wrapped applications, database applications as well as operating systems and embedded systems.

To aid others within the software industry in adopting and using these software assurance best practices effectively, this paper describes each identified security practice across the software development lifecycle and offers implementation advice based on the experiences of SAFECode members.
Requirements

During requirements definition, a set of activities is defined to formalize the security requirements for a specific product release. These practices identify functional and non-functional requirements, and include conducting a product or code-specific risk assessment, identifying specific security requirements to address the identified risks, and defining the security development roll-out plan for that release. The product development team first identifies security requirements from use cases, customer inputs, company policy, best practices and security improvement goals. Then, the team prioritizes security requirements based on threat and risk levels such as threats to code integrity, intellectual property protection, personally-identifiable information (PII) or sensitive data, features that require admin/root privileges and external network interfaces.

The security engineering requirements help drive design, programming, testing, and code handling activities similar to those outlined in the rest of this document. It is also useful to review security requirements that were “deferred” from the previous release and prioritize them with any new requirements.

During requirements definition, it is important that the product managers and other business leaders who allocate resources and set schedules are aware of the need to account for time to engage in secure development practices. Awareness training and “return on investment” arguments help present the business case for secure development. It is important that these decision-makers understand the risks that their customers will have to accept should too little effort be put into secure development.

In preparation for each product release, the development and QA staff members should be trained in secure development and testing. Training goals help track and drive improvement in this area.

The security requirements cover areas such as:

- Staffing requirements (background verification, qualifications, training and education, etc.)
- Policy on disclosure of information and project confidentiality
- Authentication and password management
- Authorization and role management
- Audit logging and analysis
- Network and data security
- Third party component analysis
- Code integrity and validation testing
- Cryptography and key management
- Data validation and sanitization
- Serviceability
- Ongoing education and awareness
Design

The single secure software design practice used across SAFECode members is threat analysis, which is sometimes referred to as “threat modeling” or “risk analysis.” Regardless of the name, the process of understanding threats helps elevate potential design issues that are usually not found using other techniques such as code reviews and static source analyzers. In essence, threat analysis helps find issues before code is committed so they can be mitigated as early as possible in the software development lifecycle. For example, rather than wait for an analysis tool to potentially find injection vulnerabilities, it’s better for a development team to realize that their product may be vulnerable to these issues and put in place defenses and coding standards to reduce the risk from the start.

If an organization does not have expertise in building threat models, a free-form discussion is better than not thinking at all about potential application weaknesses. Such “brainstorming” should not be considered a complete solution, and should only serve as a stepping stone to a more robust threat analysis method.

The risk of not doing an adequate job of identifying architectural and design security flaws is that customers, researchers or attackers may find these flaws which would then require a major upgrade or re-architecture effort to mitigate the resulting vulnerability—an extremely costly venture.

Some SAFECode members have adopted “misuse cases” to help drive their understanding of how attackers might attack a system.

To get the full benefit of threat modeling while designing the software, software designers and architects should strive to mitigate any identified issues before moving beyond design whenever possible. Comprehensive treatment of mitigation techniques is beyond the scope of this paper, but most secure design practices today are based on the fundamental work by Saltzer and Schroeder.

SAFECode members also recommend selecting standard, proven security toolkits, such as cryptographic and protocol libraries, during the requirements or design phase and advise development groups to avoid building their own security technologies and protocols.
Resources


Programming

Throughout programming, the following practices are used across the majority of SAFECODE members:

- Minimize unsafe function use
- Use the latest compiler toolset
- Use static and dynamic analysis tools
- Manual code review
- Validate input and output
- Use anti-cross site scripting libraries
- Use canonical data formats
- Avoid string concatenation for dynamic SQL
- Eliminate weak cryptography
- Use logging and tracing

*These practices are detailed on the following pages.*
Minimize unsafe function use

Buffer overrun vulnerabilities are a common and easy-to-introduce class of vulnerability that primarily affects C and C++. An analysis of buffer overrun vulnerabilities over the last ten years shows that a common cause is using unsafe string- and buffer-copying C runtime functions. Functions such as, but not limited to, the following function families are actively discouraged by SAFECode members in new C and C++ code, and should be removed over time from older code.

Function Families to Remove:
- strcpy family
- strncpy family
- strcat family
- strncat family
- scanf family
- sprint family
- gets family

Development engineers can be trained to avoid using these function calls, but using tools to search the code for these calls helps validate the training efforts and identify problems in legacy code. Building the execution of these tools into the “normal” compile/build cycles relieves the developers from having to take “special efforts” to meet these goals.

Finally, it is important to be aware of library or operating system specific versions of these functions. For example Windows has a functional equivalent to strcpy called lstrcpy and Linux has strcopy, to name but a few, and these too should be avoided.

Resources
- strlcpy and strlcat—Consistent, Safe, String Copy and Concatenation, Miller & de Raadt; http://www.usenix.org/events/usenix99/millert.html
When possible, use the latest compiler toolset to take advantage of compile-time and run-time defenses

As previously noted, a very common and dangerous type of vulnerability that primarily affects code written in C or C++ is the buffer overrun. It is easy to fix most buffer overrun vulnerabilities by moving to languages other than C and C++, but that is much harder to do in practice because for many classes of software, C and C++ are the perfect languages for the job. Because many vulnerabilities in C and C++ are serious, it is important to use C and C++ compilers that offer compile-time and run-time defenses against buffer overruns automatically. Examples include:

Microsoft Visual C++ 2005 SP1 and later offers:
- /GS for stack-based buffer overrun defenses
- /DYNAMICBASE for image and stack randomization
- /NXCOMPAT for CPU-level No-eXecute (NX) support
- /SAFESEH for exception handler protection
- Warning C4996 for insecure C runtime function detection and removal

gcc 4.1.2-25\(^1\) and later offers:
- –fstack-protector for stack-based buffer overrun defenses
- –Wl, –pie for image randomization
- –D_FORTIFY_SOURCE=2 and –Wformat-security for insecure C runtime function detection and removal

Development teams can decide to use these compiler flags on every compile session or on selected sessions depending on their individual circumstances. It is important that any errors generated by these compiles are analyzed and addressed.

Resources
- Protecting Your Code with Visual C++ Defenses;
- Object size checking to prevent (some) buffer overflows;
- Exploit Mitigation Techniques;
  http://www.openbsd.org/papers/ven05-deraadt/index.html

---

\(^1\) Not all versions of gcc on all platforms offer all defenses. Also, Apple has backported some defenses to gcc 4.01 on the Macintosh OS X platform.
Use static and dynamic code analysis tools to aid code review process to find vulnerabilities

Source code and binary analysis tools are now becoming commonplace, and the use of such tools is highly recommended to find common vulnerability types. These tools are adjunct to manual code review, not a replacement.

The state-of-the-art of these tools requires that developers analyze sometimes voluminous results that may contain many false positives. Considerable tuning may be required to get the most benefit from these tools. It also seems that tools from different vendors catch different types of issues; that is, no one tool today finds all faults. There is some up-front investment required to get the greatest benefit from these tools, but the effort is worthwhile.

Resources

Manually review code after security education

Manual code review, especially review of high-risk code, such as code that faces the Internet or parses data from the Internet, is critical, but only if the people performing the code review know what to look for and how to fix any code vulnerabilities they find. The best way to help understand classes of security bugs and remedies is education, which should minimally include the following areas:

- C and C++ vulnerabilities and remedies, most notably buffer overruns and integer arithmetic issues.
- Web-specific vulnerabilities and remedies, such as cross-site scripting (XSS).
- Database-specific vulnerabilities and remedies, such as SQL injection.
- Common cryptographic errors and remedies.

Many vulnerabilities are programming language (C, C++ etc) or domain-specific (web, database) and others can be categorized by vulnerability type, such as injection (XSS and SQL Injection) or cryptographic (poor random number generation and weak secret storage) so specific training in these areas is advised.

Resources

- Common Weakness Enumeration, MITRE; http://cwe.mitre.org/
- OWASP Top Ten; http://www.owasp.org/index.php/OWASP_Top_Ten_Project
Validate input and output to mitigate common vulnerabilities

Simply checking the validity of incoming data and rejecting non-conformant data can remedy the most common vulnerabilities. In some cases checking data validity is not a trivial exercise, but is critically important to understanding the format of incoming data to make sure it is correct. For text- and XML-based data, software can use regular expressions or string comparisons for validation. Binary data is harder to verify, but at a minimum, code should verify data length and field validity.

In some applications types, notably web-based applications, validating and/or sanitizing output is important and can help mitigate classes of vulnerabilities such as cross-site scripting, HTTP response splitting and cross-site request forgery vulnerabilities.

Resources
- ASP.NET Input and Data Validation; http://wiki.asp.net/page.aspx/45/input-and-data-validation/

Use anti-cross site scripting (XSS) libraries

As a defense-in-depth measure, using anti-XSS libraries is very useful. In its simplest form, a minimal anti-XSS defense is to HTML encode all web-based output that may include untrusted input; however, more secure libraries also exist, such as those in the resources section below.

Resources
- OWASP PHP AntiXSS Library; http://www.owasp.org/index.php/Category:OWASP_PHP_AntiXSS_Library_Project
Use canonical data formats

Where possible, applications that use resource names for filtering or security defenses should use canonical data forms. Canonicalization describes the mechanisms to derive a canonical expression from different polymorphic expressions. For example, within the context of a search engine, the data file ‘Hello World.doc’ may be accessible by any one of the following polymorphic links:

http://www.site.com/hello+world.doc
http://www.site.com/hello%20world.doc
http://www.site.com:80/hello%20world.doc

The canonical representation ensures that the various forms of an expression (for example, URL encoding or Unicode escapes) do not bypass any security or filter mechanisms. A polymorph representation of data is not necessarily an attack in itself, but may help to slip malicious data past a filter or defense by “disguising” it. There are many canonicalization vulnerabilities, including, path traversal and URL bypass.

Resources

- OWASP Canonicalization, Locale and Unicode; http://www.owasp.org/index.php/Canonicalization%2C_locale_and_Unicode
- How to programmatically test for canonicalization issues with ASP.NET; http://support.microsoft.com/kb/887459
Avoid string concatenation for dynamic SQL statements

Building SQL statements is common in database-driven applications. Unfortunately the most common way and the most dangerous way to build SQL statements is to concatenate untrusted data with string constants to build SQL statements. Except in very rare instances, string concatenation should not be used to build SQL statements. Rather, developers should use SQL placeholders or parameters to build SQL statements securely. Different programming languages, libraries and frameworks offer different functions to create SQL statements using placeholders or parameters. As a developer it is important to understand how to use this functionality correctly.

Resources
- Giving SQL Injection the Respect it Deserves, Michael Howard; http://blogs.msdn.com/sdl/archive/2008/05/15/giving-sql-injection-the-respect-it-deserves.aspx
Eliminate weak cryptography

Over the last few years, serious weaknesses have been found in many cryptographic algorithms. Weak security controls in general should be avoided, whether the weaknesses are in authentication, authorization, logging, encryption or data validation/sanitization.

Only proven algorithms and implementations should be used. US Federal government customers require FIPS 140-2 validation for products using cryptography. FIPS 140-2 defines a set of algorithms that have been determined to be sound. Vendors also need to consider cryptographic export restrictions, but FIPS 140-2 provides a sound standard to consider.

The following algorithms and cryptographic entities should be treated as insecure:

- Embedded private data, passwords, keys or key material.
- MD4
- MD5
- SHA1
- Symmetric keys less than 128-bits long (that means DES is too weak as it supports only a 56-bit key).
- Use of stream ciphers (such as ARC and RC4) is discouraged owing to subtle weaknesses in the way stream ciphers are often used.
- Any cryptographic algorithm you have invented yourself or has not been subject to academic peer review.
- Block ciphers using Electronic Code Book (ECB) mode.

Resources

- Public-Key Cryptography Standards (PKCS); [http://www.rsa.com/rsalabs/node.asp?id=2124](http://www.rsa.com/rsalabs/node.asp?id=2124)
Use logging and tracing
Logging and tracing are important elements for securing, monitoring and debugging applications.

Administrators are the main users of the logging system and traces are used by developers and the support organization. Logging systems should record data that pertains to the normal operation of the system including successful and failed events. Tracing systems should record data that might help pinpoint a bug in the system.

It is critically important that logs and trace files do not contain sensitive data such as passwords.

Resources
• OWASP Error Handling, Auditing and Logging; https://www.owasp.org/index.php/Error_Handling%2C_Auditing_and_Logging
Testing

Testing activities validate the secure implementation of a product, which reduces the likelihood of security bugs being released and discovered by customers and/or malicious users. The majority of SAFECode members have adopted the following software security testing practices in their software development lifecycle. The goal is not to “test in security,” but rather to validate the robustness and security of the software products prior to making the product available to customers. These testing methods do find security bugs, especially for products that may not have undergone critical secure development process changes.

Fuzz testing

Fuzz testing is a reliability and security testing technique that relies on building intentionally malformed data and then having the software under test consume the malformed data to see how it responds. The science of fuzz testing is somewhat new but it is maturing rapidly. There is a small market for fuzz testing tools today, but in many cases software developers must build bespoke fuzz testers to suit specialized file and network data formats. Fuzz testing is an effective testing technique because it uncovers weaknesses in data handling code.

Resources

- **Fuzzing: Brute Force Vulnerability Discovery**. Sutton, Greene & Amini, Addison-Wesley.
- **Open Source Security Testing Methodology Manual**. ISECOM.
- **Common Attack Pattern Enumeration and Classification**, MITRE; [http://capec.mitre.org/](http://capec.mitre.org/)
Penetration testing and third-party assessment

The goal of penetration testing is to find security issues in an application by applying testing techniques usually employed by attackers. Some SAFECode members have dedicated penetration testing teams while others employ external penetration and security assessment companies. Some SAFECode members use both in-house and external security penetration expertise. Internal QA teams should perform security testing along with standard functional testing as part of a comprehensive test plan.

While there is significant value in having an objective analysis of the security of the system, it is important to realize that a penetration test cannot make up for an insecure design or poor development and testing practices.

The advantage of using competent, third-party penetration testers is their breadth of experience. The challenge is finding third-party testers that will do a complete job for your specific product type, architecture or technologies. Developing an in-house penetration team has the advantage of maintaining internal product knowledge from one test to the next. However, it takes time for an internal team to develop the experience and skill sets to do a complete penetration testing job and penetration testing should be prioritized after secure design and coding and other security testing measures.

Use of automated testing tools

Automation at all stages of the development process is important because automation can tirelessly augment human work. During testing, the most common tools used by SAFECode members include:

- Fuzzing tools
- Network vulnerability scanners
- Web application vulnerability scanners
- Packet analyzers
- Automated penetration testing tools
- Network/web proxies that manipulate network data
- Protocol analysis
- Anti-malware detection on final media

The first three help development teams look for code vulnerabilities, and the last helps to verify that the final executable images are free from known malicious code.
Code Integrity and Handling

Software integrity and code handling practices increase confidence in software products and applications by reducing the risk of malicious code being present. The principles outlined below exist in the context of other IT functions such as backup and recovery, business continuity services, physical and network security, and configuration management systems.

These practices derive from established integrity principles:

- Least Privilege Access
- Separation of Duties
- Chain of Custody and Supply Chain Integrity
- Persistent Protection
- Compliance Management

In this context software integrity practices address access, storage, and handling during software development processes which include procurement, code and test, build, release, and distribution. Controls must be in place to assure the confidentiality, integrity, and availability of code throughout its lifecycle (including across the supply chain).

- Source code should be kept in well-protected source code control systems (Repositories, Build Systems, Software Configuration Management) with strong authentication and role-based access control following the principle of “least privilege.”

- The chain of custody of code throughout its lifecycle should be verifiable to establish the origin of each change made during the source code’s lifetime.

- Code should be protected while active, at rest, and in transit to obstruct attempts to tamper with code, and when they occur changes are evident and reversible.

- Event and audit logs generated by applications and network devices should be closely monitored and analyzed. Done correctly and consistently, log analysis is a reliable and accurate way to discover potential threats and identify malicious activity. In addition to malicious attacks, event and audit log management can highlight administrative actions performed by well-meaning IT staff that have unintended consequences.

- Code should be verifiable for its integrity and authenticity by consumers (e.g. signed code).

- Bugs in code that create vulnerabilities must be resolved promptly and continuously throughout code’s lifecycle (including throughout its sustainment phase).
Documentation

Before deploying software, administrators must understand the security posture of the software; this might include knowing which ports to allow through a firewall, or operating system changes to make the software work correctly.

An issue that many customers have requested is more information on how to securely configure their software either “out of the box” or using wizards or more documentation for given environments.

Documentation defining the software security best practices is the prime source of information for administrators. The documentation can be as simple as a set of “Do’s and Don’ts” or as complete as a large book defining every possible security setting and the security and usability implications of those settings.

Conclusion

Improving software security requires software development process improvements along the entire software development timeline, not just random one-time events or simple code review. SAFECODE members recognize this and have adopted a core set of improvements that demonstrably improve security. It is recommended that all software vendors, irrespective of target operating system, customer type or development environment adopt the practices laid out in this document.
About SAFECode

The Software Assurance Forum for Excellence in Code (SAFECode) is a non-profit organization exclusively dedicated to increasing trust in information and communications technology products and services through the advancement of effective software assurance methods. SAFECode is a global, industry-led effort to identify and promote best practices for developing and delivering more secure and reliable software, hardware and services. Its members include Adobe Systems Incorporated, EMC Corporation, Juniper Networks, Inc., Microsoft Corp., Nokia, SAP AG and Symantec Corp. For more information, please visit www.safecode.org.